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Abstract 

A method is presented for the calculation of the 
diffraction properties of distorted lattices. An 
isotropic correlation field is used and the influence 
of finite crystal size is taken into account. An approxi- 
mate model is described which is based on a fit of 
the correlation function to a sum of Gaussians. This 
method, which is applicable to more complex struc- 
tures than simple lattices, simplifies the calculation 
of complicated convolution integrals. The method is 
illustrated with the calculation of the diffraction 
properties of 2D hexagonal lattices and exponential 
correlation. Various aspects, such as variations in 
peak intensity, line width and line shifts, are dis- 
cussed. 

Introduction 

Many models have been developed which deal with 
the statistical properties of disordered lattices. 
However, calculation of the diffraction properties of 
such lattices remains a difficult task (Welberry, 1985). 
One type of disorder which is particularly important 
in macromolecular crystals is deformation of the regu- 
lar structure. The earliest concept which has been 
widely used to describe the diffraction properties of 
such lattices is that of the paracrystal, developed by 
Hosemann and co-workers (Hosemann & Bagchi, 
1962). In the paracrystal model one considers the 
distance between neighbours as the basic stochastic 
variable. Fluctuations in the length and orientation 
of unit-cell vectors lead to displacement disorder. The 
advantage of this model, in its simplest form, is that 
expressions for diffraction properties can be obtained 
relatively easily. The main disadvantage is that, owing 
to the random-walk nature of the disturbances, the 
variance of the length of vectors between successively 
distant neighbours increases without bound. This 
implies that the crystal dimensions depend on the 
statistical properties. In later developments correc- 
tions have been made for this behaviour (Hosemann, 

1975) but these do not allow a simple calculation of 
diffraction properties. 

An alternative view regards the lattice points as the 
basic stochastic variables and treats the distorted lat- 
tice by allowing the lattice points to deviate from a 
perfectly regular arrangement. If one chooses a large 
single-site standard deviation as well as a sufficiently 
large neighbour correlation the ideal paracrystal and 
the distorted regular lattice can be shown to be 
equivalent in one dimension (Welberry, Miller & 
Carroll, 1980). Generalizing this approach to higher 
dimensions, Welberry and co-workers developed so- 
called Gaussian 'growth disorder models' (Welberry, 
Miller & Carroll, 1980; Welberry & Carroll, 1982). 
These models do not have the drawback of the ideal 
paracrystal and lead to manageable formulae for 
diffraction patterns. Also, examples of lattices, which 
can be used in optical analogue diffraction experi- 
ments, can be easily constructed. The starting point 
in these models is that the perturbations of the lattice 
points can be represented by a Gaussian probability 
distribution, with the additional assumption that, on 
a square lattice, the diagonal correlation coefficient 
can be expressed as a product of the primary axial 
coeffÉcients. This assumption introduces an unavoid- 
able anisotropy in the correlation field and the corre- 
sponding diffraction pattern. This feature is also pre- 
sent in the ideal paracrystal model. 

Dropping this assumption leads to a general 
Gaussian model (Welberry & Carroll, 1983) which is 
much more realistic. However, samples of lattices can 
only be generated by Monte Carlo methods and 
expressions for derived diffraction patterns are com- 
plicated and hardly amenable to calculation, so that 
one still has to use optical diffraction analogues to 
study practical situations. 

A third type of approach has been proposed by 
Thakur et al., who explicitly introduced the interac- 
tion potential, felt by the scattering units, into the 
line-shape expression (Thakur, Tripathy & Lando, 
1985). Anharmonic terms in this potential are respon- 
sible for line-broadening effects. Although this idea 

0108-7673/89/120861-10503.00 O 1989 International Union of Crystallography 



862 SMALL-ANGLE DIFFRACTION PATTERNS FROM DISTORTED LATTICES 

is attractive since temperature dependence of the 
diffraction line shape can be taken into account in a 
natural way, the method as applied to several polymer 
crystals is still essentially a 1D treatment (Thakur, 
Tripathy, Burkhart & Lando, 1985). A general treat- 
ment for higher dimensions would be much more 
involved. 

In the following sections we shall outline a diffrac- 
tion model which assumes a general Gaussian distri- 
bution for the lattice displacements and an isotropic 
interaction between lattice sites. The method results 
in relatively simple expressions for the diffracted 
intensity and can be used with relatively complex 
disorder models. This work has grown out of the 
study of equatorial small-angle X-ray diffraction by 
skeletal muscle fibres. These systems consist of 
hexagonally ordered protein structures, in 2D, with 
a variable degree of displacement disorder, depend- 
ing on the physiological circumstances [see, for in- 
stance, Yu, Steven, Naylor, Gamble & Podolsky 
(1985)]. Therefore we shall use 2D hexagonal lattices 
to illustrate the method, although the theory is easily 
extended to higher dimensions and other lattices. 

T h e  m o d e l  

Two types of hexagonal lattices are treated in this 
section. A simple hexagonal case is used to define 
the basic variables and concepts, including an 
approximate model. Subsequently, this model is 
applied to a more general case, representing skeletal 
muscle tissue, with more than one scattering object 
in the unit cell and different scattering factors. 

1. A simple hexagonal lattice 

For simplicity, here we shall consider point objects 
so that scattering factors can be left out of consider- 
ation. The scattered intensity of an assembly of N 
objects is then given by 

I I l ( s ) =  ~ e x p ( i r i . s )  (1) 

The object j is situated at position rj. The scattering 
vector s is defined as the difference of the wave vectors 
of the incident and scattered waves. The position 
vector rj can be represented by a lattice translation 
vector t and an associated continuous Gaussian ran- 
dom vector with zero mean d,, 

rj = t + d t .  

Interpreting (1) in terms of a lattice average one 
obtains the standard result 

l ( s ) = N Y ~ e x p ( i s . t ) ( e x p [ i s . ( d , - d o ) ] > .  (2) 
t 

Since the perturbations dt a r e  Gaussian variables, the 
exponent also has a Gaussian distribution, which 

leads to 

l ( s ) =  N ~ exp ( is. t) exp {-½([s. (fl,-flo)]2)}. (3) 
¢ 

The lattice average in the exponent is evaluated in 
terms of correlation coefficients. In a general 
Gaussian model the probability of a given arrange- 
ment of the scattering points is given by a multivariate 
Gaussian distribution, which involves the interaction 
between lattice sites. The nature of this interaction 
determines the form of these correlation coefficients 
in a complicated way. Isotropic correlation can be 
introduced by assuming an isotropic interaction 
between lattice sites of the Heisenberg type (Kittel, 
1976). This interaction does not necessarily have to 
be restricted to nearest neighbours. Although not 
explicitly mentioned, such an interaction was used 
by Welberry & Carroll (1983). For an interaction of 
this type all cross-correlation between the x and y 
components of the distortion vectors vanishes and 
the correlation between x components is equal to the 
correlation between y components. Also, the single- 
site standard deviations in the x and y direction are 
equal. Thus one obtains 

(Is .  ( d , -  do)] 2) = 2s2o-2(1 - p,). (4) 

The single-site standard, deviation tr and the correla- 
tion coefficient Pt are given by 

o -2=(dg , ) andp t= (d td0~) /o .  2, - l < p t < l .  

In the isotropic case the correlation coefficient Pt 
depends on the length of the lattice vector t and not 
on the direction. Substitution of (4) into (3) and 
expansion of the exponential with the lattice average 
yields 

I(s) = N exp ( -  s2o. 2) 

x ~[(s20-2)"/n!]~.exp(is . t )p '~.  (5) 
n t 

At this point one can consider two extreme cases. 
In the first case the correlation between lattice sites 
is negligibly small, i.e. Pt = 0 for t ~ 0. Then, for t ~ 0, 
the term with n - - 0  is the only non-vanishing term 
and one obtains for (5) 

/ ( s ) =  N [1 +exp  (-s2o '2)  Y. exp ( i s . t ) ] ,  (6) 
L t ~ 0  d 

which includes the familiar Bragg intensity corrected 
for uncorrelated disorder by the Debye-Waller factor 
and a diffuse background. In the second case (the 
opposite extreme, p, = 1) the p~' become independent 
of n and one has a perfect lattice. 

In the general case the higher-order terms, which 
give rise to additional diffuse scattering, cannot be 
neglected. In order to deal with these terms we replace 
the correlation coefficients pt by a continuous correla- 
tion function p(r), defined such that p ( t ) =  Pt and we 



H. DE GRAAF 863 

replace the Fourier sum by an integral, 

t e x p ( i s . t ) p t =  V - l ~ d r e x p ( i s . r ) { p ( r ) " ~  t 3 ( r - t )  

x [B(r) * B ( -  r)]}, 

where the autocorrelation of the shape function B(r) 
is introduced in order to define the integration over 
all space (Cowley, 1984). The * stands for convolution 
and V is the crystal area. The summation over t on 
the right-hand side of (7) is taken over an infinite 
lattice. Applying the convolution theorem one obtains 

~ e x p ( i s . t ) p t = O - ~ R , ( s ) * C ( s ) ,  (8) 
t 

with 

c ( s )  = v- '~2 a ( s - g )  • IB(s)l =, 
g 

R,,(s)* = (4~r2)-"[ R(s) * ]", 

R(s) = ~ dr exp (is .  r)p(r), 

B(s) = J" dr exp (is.  r)B(r). 

(10) 

(11) 

(12) 

In (8) ~ represents the unit-cell area. The summation 
over n in (5) leads to a rapid increase in the number 
of convolutions that have to be taken into account in 
(10). Moreover, each convolution is a two-centre 
integral, which is in general difficult to evaluate. It is 
clear that (5) is hardly accessible to analytical treat- 
ment for a general form of crystal shape and p(r). 

For a finite single crystal with sharply defined boun- 
dary, B(s) is an oscillating function which determines 
the width of the diffraction lines in the two extremes. 
Owing to instrumental resolution or the use of poly- 
crystalline samples these fringes are normally not 
observed. This justifies the replacement of this func- 
tion by a smoothed version /~(s) for which we take 
a Gaussian, giving 

B(s) 2= ~'2 exp [-- l(s2/(r2)]. (13) 

Whereas (12) yields B(0)= V, the smoothed version 
yields an effective area 17, which can be related to an 
effective number of lattice points N and effective 
crystal radius Refr by 

= = "a'Reff, 

so that trR is defined by 
2 2 

2 R e t t O ' g  = 1. 

Now we redefine (5) as 

IF(s) = ( N / a )  exp ( -  s20 "2) 

xY~[(s2~2)"/n!][R.(s)*C(s)]. (14) 
/,i 

One can think of (14) as representing diffraction from 
an ensemble of finite lattices with a variation in size 

and shape, but equal orientation of crystallographic 
axes. 

It should be emphasized that for large values of b 
the effect of the finite crystal size is important, since 
the line widths of the diffuse peaks are then compar- 

(7) able to or smaller than the width of IB(s)[ 2. If one 
used an infinite-lattice approximation, then IB(s)l = 
would behave as a 6 function, with negligible width, 
which instead of (14) gives for (5) 

l(s)=(N/f2)exp(- $2o "2) 
X ~ [ ( s 2 o r 2 ) n / r l ! ] ~  g , ( s - g ) .  

n g 

At a reciprocal-lattice point this function increases 
without bound for increasing correlation length. For 
the paracrystalline limit in macromolecular crystals 
and in particular for biological structures this is an 

(9) undesirable feature since in these cases the crystal 
size often cannot be taken as infinite. In our 
expressions the intensity at the reciprocal-lattice 
points approximates that of a finite perfect crystal, 
for b going to infinity. 

As an example of the application of (14) we shall 
take a Gaussian and an exponential form for the 
correlation function. For the Gaussian form of the 
correlation function we have 

p(r) = exp [ -  ½(r2/b2)], (15) 

where b is a correlation length. The 2D Fourier trans- 
form (10) is 

R,(s) = (2Iro'2) - '  exp [ -  '~(s 2/tr,)],2 

0,, =(nl/2)/b. (16) 

The convolution in (8) can be written as 

R,(s) * C(s) 

= V- '  E j ' d s ' [ R , ( s ' - s )  B(s'-g)12], (17) 
g 

which contains integrals over two Gaussian functions 
centred on different locations in reciprocal space. In 
this case the integration is easily done, giving again 
a Gaussian with variance equal to the sum of the 
variances of the original distributions (Shavitt, 1963). 
Applying this result to (17) and substituting in (14) 
we obtain 

/ ( s )= /~2  exp ( -  s2tr 2) ~, [(s2o2)"/n!] 
/1 

X ~ ( b o ' R ) 2 + n e X p  2 o '~+n/b  2 " (18) 

For the exponential form we have 

p(r) = exp ( -  r~ b) (19) 

and for the Fourier transform (10) 

R.(s) = (2zr)- '  { (n/b)2 }1/2 
[(n/b)2+s2] 3 (20) 
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Table 1. Parameters obtained by least-squares fitting 
of (21) with three and four Gaussians using the con- 

straint (23) 

Three Gaussians Four Gaussians 
i c~ y~ c, -/, 
1 0 . 0 0 6 3 3 2  6"40452 0"0009781 11 "8006 
2 0 -17406  1"59286 0"031879 2"95908 
3 0 -78266  0 -61772  0"30658 1"14461 

4 - -  - -  0"64794 0" 53144  

The evaluation of the convolution in (17) with (20) 
is much more difficult. To overcome this difficulty 
one could change In(s)l  z to the Fourier transform of 
an exponential, corresponding to an approximation 
of a fiat cylindrical shape function. We shall not do 
this, since such a function is not practical in more 
complicated situations, as will be discussed later. 
When a Gaussian shape function is used one can 
approximate the integral by fitting (20) to a sum of 
Gaussians. If 

then 

[1/(1+X2)3]1/2"~ c, e x p [ - '  2 2 ~ ( x / y , ) ]  (21) 
i 

[(n/b)2 + (s, _ s)213 j 

[ 1 (S'-S) 2 ] 
~-(b/n)2~.iciex p 2 (--ny~-/~-~2. (22) 

We have obtained ci's and %'s by a least-squares fit 
of (21) with three and four Oaussians. These par- 
ameters are given in Table 1. We have kept 

Y. c,y~ = 1 (23) 
i 

as a constraint in the fit, otherwise the perfect-lattice 
limit would not be correctly represented in (24), (29) 
and (39). Substitution of (22) with (20) in (14) and 
use of the two-centre convolution property of 
Gaussians gives for the intensity 

/ ( s ) =  ]Q2 e x p ( -  $20 r2) Z[(s2or2)n/n!] 
n 

(b~rR) ~ 
× ~i Cite (bcrn/.yi)2d-n 2 

xexp  - ~ o.2 +in-~db)2 j .  (24) 

The same technique can be used to obtain a formula 
for a more general monotonically decreasing cir- 
cularly symmetric type of correlation function. 
However, if the multiple convolutions in (10) cannot 
be evaluated then the Gaussian approximation should 
be applied to R(s) instead of R,(s). For a large 
amplitude of the lattice deformation expressed by the 
single-site standard deviation one has to include many 
orders of n. For the higher-order terms the convol- 

utions in (10) result in strong error propagation. This 
requires an accurate approximation of R(s), 
especially in the tail of the function. We shall illustrate 
this method with the exponential correlation function. 
Substitution of (22) with n = 1 in (10) gives 

R,,(s) * = (47r2) -" 

x 2~.b2~ c, exp[-½s2/(%/b)2],  (25) 

For three Gaussians we use a twofold binomial 
expansion, which, together with the two-centre con- 
volution property, yields 

p,.p2 Pl P2 

x {c, exp [ -  ½s2/(y,/b) 2] *}"-P' 

× { c2 exp [ -  ½s2/( 72/b)2], }p,-p2 

× {c3exp[-½s2/(y3/b)2],} p'- 

Pl ,P2  P l  P 2  

x exp [ -  ½(s2/Z2)] , ,  (26) 

with 

and 

Z2=[(n-p , )y~+(p , -p2)y~+p2y]] /b  2 (27) 

r=(e,~d)"-~,(c2~4)~,-~2(c3~,~) ~2. (28) 

Insertion of (26) into (14) yields 

l(s) = ~r2 exp ( -  s2o~ 2) 

x Y" (n-p,) ' (p,-p2)'p2'  
n,Pl  ,P2 " " " 

x r ~ z 2 + ~ r ~  exp 2 Z2 +~-~R j . (29) 

When more Gaussians are included in the fit one has 
to increase the number of binomial expansions, which 
is a straightforward procedure. 

2. A generalization 

In this section we apply the approximate model to 
the actomyosin lattice of skeletal muscle tissue which 
has two types of major protein structures in the unit 
cell. Objects of type m (myosin) are taken at the 
lattice points and objects of type a (actin) at the 
trigonal positions, as indicated in Fig. 1. The proteins 
are represented by Gaussian electron distributions 
with different widths and amplitudes. Scattering fac- 
tors are taken into account. For the disorder we make 
the following assumptions. The deformation of the 
unit cell is determined by the displacements of the 
lattice points as in the simple hexagonal case. The 



H. DE GRAAF 865 

positions of the actin units are given by the centre of 
gravity of the three neighbour objects of type m. This 
assumption is a reasonable first-order approximation 
if the distortion is of an elastic nature. Additional 
uncorrelated deviations from these positions can be 
incorporated into Debye-Waller factors. Referring to 
Fig. 1 we now have 

with 

rt = t q - d t  

rlt  = t- l -u1 + d l t  

r2t = t + u2 + d2t 

dlt:  (dt + dt+~ + d,+b)/3 

d2t = (dt + dt -a  A- dt-b)/3, 

with 

and 

p o ( t )  = 

p,(t) = 

f~ = exp ( -  s2o2/2)fm 

fd = exp {-  s2cr2[ 1 + 2p(a)]/6}f~ 

p(t), 

p(t) + p(t  + a) + p(t  + b), 

p2(t) = 3p(t) + p ( t -  a) + p(t  + a) + p ( t -  b) 

+ p ( t + b ) + p ( t + a - b ) + p ( t - a + b ) ,  

p3(t) = p(t) + p(t  + 2a) + p(t  + 2b) 

+ 2p(t+a)+ 2p(t+b)+ 2p(t+a+b). 

(32) 

which instead of (1) gives for the scattered intensity 

I ( s ) =  [~ exp ( is .  t){fm exp (is.  dt) 

+ f ,  exp [ is .(u I --~ d,t)] 

+fa exp [ is .  (u2+d2,)]} , (30) 

with scattering factors given by 

fm= gm exp ( -  ~OmSl~2 2,) 

f ,  = g,, exp (_  1~2 2, ~OaS ), 

where b,,, and ba are the standard deviations of the 
electron distributions of type m and a respectively. 
Normalization of mass per unit cell leads to the 
assumption 

g,,, + 2g,, = 1. 

Following the steps leading to (5) we obtain 

I(s) = N Y, exp (is .  t ) ( f ~  exp [ s 2cr2p0(t)] 
t 

+ 2f,,fJ,~ {exp (is .  ul) exp [s2tr2p~(t)/3]+c.c.} 

+ f,2 {2 exp [s2tr2p2(t)/9 ] 

+ exp(2is.ul)exp[s2cr2pa(t)/9]+c.c.}) (31) 

myosin 

1 

Fig. 1. Unit cell of the actomyosin lattice in skeletal muscle tissue. 
a and b denote primitive lattice vectors, u~ and u2 locate the 
actin units in the basis. Myosin is taken at the origin. 

Expanding the exponentials involving the correlation 
functions and using (7) we obtain 

I(s) : ( N/12 ) Y~ [ (s 20-2)"/n !] (f~2A~ (s) 
n 

+ f ,  fdr~' [2 exp (is .  ul)AT(s) + c.c.] 

+ f~2 {2A~(s) + [exp (2is.  ul)A~'(s) + c.c.]}), 

(33) 

with 

and 

A~(s) = (47r2)-"[R(s) *]"C(s) 

A]'(s) = (4~r2)-"[ ~o (s) R (s) *]"C(s) 

A~ (s) = (47r2)-"[1~o (s)12R (s) *]"C(s) 

A~'(s) = (47r2)-"[ ~o(s) 2R(s) * ]"C (s) 

(34) 

~ o ( s ) = [ l + e x p ( - i s . a ) + e x p ( - i s . b ) ] / 3 .  (35) 

The Fourier transforms of the translated correlation 
functions in (32) give rise to complex exponential 
factors. These phase factors are incorporated in ~o. 
For narrow diffraction lines (compared with the 
reciprocal-lattice spacing) they represent slowly vary- 
ing waves with a value of unity at the reciprocal-lattice 
points. In this case they could be set to one. For 
broader lines, however, this approximation does not 
conserve the hexagonal symmetry of the scattered 
intensity, so here they have to be taken into account, 
making the evaluation of the multiple convolutions 
more difficult. One meets two-centre integrals which 
are Fourier transforms of two-centre distributions. 
These types of integrals have been studied in the 
context of scattering from bonded atoms (McWeeny, 
1952, 1953). The results show that the evaluation of 
(34) for exponential distributions would be extremely 
tedious. For the Gaussian case, however, the 
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integration is much simpler since one has 
1 2 2 exp ( is .  a l - ~ s  /oh) * exp ( i s .a2-½s2/ t r] )  

: 2 ~ [ ~ / ( ~  + ~) ]  

× exp [ -  ½(al-a2)2/(o-i -2 + o-~-2)] 

x exp [ is .  (erda, + o-~a2)/(o-~ + o'~) 

- ½s2/(cr 2 + 0"22)]. (36) 

Here, a, and a2 are arbitrary real-space vectors. In 
(34) the difference between these vectors is never 
larger than one lattice constant. For sufficiently large 
correlation lengths this implies that the exponential 
amplitude factor on the right-hand side of (36) can 
be taken equal to unity. In this case the right-hand 
side has the same form as each of the operands on 
the left. Hence, an n-fold convolution also results in 
this form, yielding 

! 2 ;  2 \  exp ( is .  a,-½s2/o21) * . . . *  exp ( i s . a ,  -~s  /o-,)  

(2~).-,[( ~.. 2 = . o-.)/(o-, + . . .  + o-~.)] 

2 x exp [ is .  (o~a, + . . .  + o ,a , , ) / (o~ + . . .  + o-2,) 

- ½ s 2 / ( o - 1 2  + . . .  + o "2) 1. (37)  

This property makes complex disorder models tract- 
able, since now multiple convolutions do not lead to 
increasingly difficult expressions. Analogous to (26) 
one obtains for (34) 

A~'(s)= ~ P, P2 O, 2 - Z  2 
Pn ,P2 

× exp ( -  ½s2/Z 2) * C(s), 

for i = O, 1, 2, 3, with 

Oo = 1, Ol = O(s), 

¢,= = I~(s) l  = , ¢,3 = ~ ( s )  = 

(38) 

and 

q~(s) = ~ , . z (S)"- ' ,~2 .z (S)" , -%3.z(S)  p2 

q~j.z(S) = [ 1 + exp ( -  is.  ao-}/Z 2) 

+ exp ( -  i s . b o ~ / Z 2 ) ] / 3 ,  

where ~r~ = %/b. In order to obtain this result one  has 
to use additional binomial expansions in intermediate 
steps and liberally use the convolution approximation 
(37). The validity of this approach will be discussed 
further in the next section. 

Finally, after evaluating the convolution with C(s) 
in (38) we can write the intensity (33) as 

( s ~ ) "  r or~ 
I ( s ) = N  2 ~ ( n - p , ) V ( p , - p 2 ) V p 2 ,  Z2+or-------~R 

n , p l , P 2  • • • 

x • Fg(s) 2 exp [ -  ½(s-g)2/ (Z2+ o-~)], (39) 
g 

with 

Fg(s) = f "  +f~[exp ( is .  u,) q~(s- g) + c.c.] 

~ ( s )  = ,~ , ,z(S)"-~' ,~ ,z(S)~'-%~,~(s)  ~ 

qSj, z(S) = {1 +exp  [ -  i s . a o ~ / ( Z  2 + cry)] 

+ exp [ -  is .  bcr~/(Z 2 + o'~)]}/3. 

Equation (39) has the correct hexagonal symmetry 
(if the crystal is not too small) and is valid for correla- 
tion lengths substantially larger than a lattice con- 
stant. 

Discuss ion  

The general character of the expressions for the scat- 
tered intensity is similar to that of the expressions 
derived by Welberry & Carroll (1983) for their general 
Gaussian model. The amplitude of the disturbances 
in the lattice is related to the single-site standard 
deviation o-. For small values of or the Bragg scattering 
dominates the spectrum for all values of the correla- 
tion length, i.e. the n = 0  term is larger than the 
contribution of the higher-order terms. This is the 
situation usually found in well ordered atomic crys- 
tals. For larger values of o-, diffuse scattering becomes 
more important and can exceed the Bragg intensity. 
The character of the diffuse terms is determined by 
o" as well as the correlation length b. If we take o- so 
large that Bragg reflection is undetectable due to the 
small Debye-Waller  factor and at the same time b so 
large that the diffuse scattering results in pronounced 
peaks, then one can speak of a paracrystal-like situ- 
ation. In this situation the low-spatial-frequency com- 
ponents dominate the power spectrum of the lattice 
disturbances and the diffuse pattern reflects the local 
ordering. In this case many orders of n have to be 
taken into account, in for example (5), since it is seen 
in the intensity expressions that larger values of cr 
lead to a slower convergence of the series expansion. 
The same effect is observed for increasing distance 
in reciprocal space since the length of the scattering 
vector plays the same role as o- in the series expansion. 
The series expansion represents an increasing func- 
tion of the scattering vector s, which is, however, 
progressively more attenuated by the Debye-Waller  
factor for larger distances in reciprocal space. In these 
circumstances, the general appearance of the diffrac- 
tion pattern of a simple lattice of 8 functions is that 
of a pronounced first-order peak with a few weaker 
and broader next-higher orders. 

The intensity expressions (18), (24), (29) and (39) 
have been investigated on the computer. Most compu- 
tations were done on a Sun4/280. The systems which 
have been studied consisted of a hexagonal lattice 
with 900 lattice points, corresponding to R~fT = 15-7 
lattice constants. For a hexagonal lattice with lattice 
constant of 460,~ the diameter of this crystal is 
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roughly 1 I~m. These values are representative for the 
myosin filament lattice found in a myofibril of skeletal 
muscle tissue (Yu, Steven, Naylor, Gamble & 
Podolsky, 1985). At first sight, increasing the number 
of Gaussians in the fit (21) leads to a polynomial 
increase of CPU time in (29) and (39). However, the 
summations in these expressions contain many terms 
which are small enough to be neglected. A suitable 
criterion to skip the execution of a loop over Pi can 
be found by considering the effect of the variation of 
pi on Z. If Z does not change significantly for the 
range of allowed p~ values, then Z can be taken 
independent of p~, in which case the summation over 
p~ can be eliminated. Careful tuning of this approxi- 
mation brings down the CPU time for the computa- 
tion of (29) and (39) to that of the order necessary 
for (24). For o-= 0.3 and four Gaussians in the fit 
only 1% accuracy is lost. 

In order to investigate the effect of variation of the 
disorder parameters we have evaluated (24) for 
various values of b and o-. The number of relevant 
terms in the expansion increases rapidly with cr and 
s. For o-=0.3 lattice constant and s 3.5 times the 
value for the first-order Bragg reflection, approxi- 
mately 80 terms should be included to obtain an 
accuracy of 2%. For these values all variables could 
be kept within the range of standard double-precision 
reals. We observed that a slight deviation from unity 
for the correlation coefficient already gives a substan- 
tial intensity decrease for the higher-order reflections. 
In the case of the simple hexagonal lattice, for a 
correlation length of 500 lattice constants (i.e. much 
larger than the crystal size), the amplitude of the 11 
reflection is 75% of that of the 10 reflection. Line 
broadening increases for lower b. These effects are 
stronger for higher values of o-, for equal b. This is a 
familiar result since it is known that it is the product 
of o- and b, which is related to the standard deviation 
of the length of the cell edges in the paracrystal model, 
which determines the line width. For correlation 
lengths lower than 1 lattice constant diffuse scattering 
vanishes and a small first-order Bragg peak remains. 
For o" = 0.3 the magnitude of this peak is only 1% of 
that of the perfect lattice intensity. For higher values 
of cr this peak will be negligible. 

In Fig. 2, we compare the intensity calculated with 
(18), (24) and (29). For b = 50, scans are made along 
three directions in reciprocal space, passing through 
the 10, 11 and 21 reflections. The results are summed. 
It is seen that the patterns obtained with (18) (Fig. 
2a) and (24) (Fig. 2d) differ considerably. The 
exponential correlation gives much more line broad- 
ening than the Gaussian correlation function. By 
approximation of the exponential correlation func- 
tion with three Gaussians one obtains the pattern in 
Fig. 2(b), which is only qualitatively similar to Fig. 
2(d). Clearly three Gaussians are not enough to give 
a good representation of the multiple convolutions 

in (29). The result of a fit with four Gaussians, shown 
in Fig. 2(c), does give a fair representation of (24). 
The average intensity difference at the maximum of 
the peaks between (24) and (29) is of the order of 
10%. The agreement is worse for higher angles 
because here the number of convolutions in (10) is 
higher and the result is therefore more affected by 
error propagation. 

In Fig. 3 detailed plots of the scattered intensity in 
the low-angle region of reciprocal space are shown 
for correlation lengths with strong line broadening. 
The figure shows contour levels of the intensity in 
the irreducible low-angle part of reciprocal space and 
the corresponding powder pattern, obtained by sam- 
piing at angles of 1 °. Comparison of corresponding 
panels in Figs. 3(a) and (b) shows considerable 
difference in the low-intensity levels between the 
peaks. Notice that the contour levels are drawn on 
an exponential scale. Obviously, the Gaussian 
approximation cannot accurately represent the 
intensity in this region for exponential correlation, 
even with four terms in the fit. The higher intensity 
near the peaks, however, is very similar in both figures. 
This is reflected in the good correspondence of the 
powder patterns. 

Fig. 3(c) shows results obtained with (39). A mass 
ratio myosin/actin of 2 was chosen, giving gm = 0.5 

(a) 

10 5 

AA AA 
(b) 

10 5 10 5 

(c) (d) 

Fig. 2. Summed intensity profiles along three directions in the 
reciprocal space of a distorted simple hexagonal lattice of  8 
functions. The scans pass through the 10, 11 and 21 reflections. 
o-= 0.3 and b = 50 (in lattice constants). Vertical bars indicate 
the intensity scale. (a) was obtained with equation (18). In (b) 
and (c) equation (29) was used with three and four Gaussians 
respectively. (d) was calculated with equation (24). 
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and  ga = 0.25. These  values  reflect the c o r r e s p o n d i n g  
pro te in  c o m p o s i t i o n  in muscle .  The wid th  o f  the 
e lec t ron d i s t r ibu t ion  is t aken  as 0.1 lat t ice cons t an t  
for  bo th  species  (i.e. bm= ba = 0.1). The  perfec t  lat t ice 
in tens i t ies  for  the 10, 11, 20, 21 and  30 ref lect ions are 
ob t a ined  as 1.0, 5.58, 0.21, 0.04 and  0.24 relat ive to 
the 10 peak.  It is seen tha t  for  small  cor re la t ion  lengths  
the 11 peak  is severely  b r o a d e n e d  whi le  its a m p l i t u d e  

is grea t ly  reduced .  We recall  tha t  in der iv ing  (39) the 
exponen t i a l  a m p l i t u d e  factors  in (36) have  been  
neglected.  Since in the i n t e rmed ia t e  steps a cumula -  
t ion of  these  factors  occurs ,  the va l id i ty  of  (37) 
remains  to be d iscussed.  It is not  difficult to ob ta in  
the equ iva len t  of  (37) wi th  the a m p l i t u d e  factors  
inc luded .  This  would ,  however ,  lead to a d d i t i o n a l  
and  much  more  compl i ca t ed  s u m m a t i o n s  in (38), due  

/ j  i 

J /  ~ 2, 

lo 20 

(a) 

L 

(c) 

j "  
i 

. J  / ! 

./ j 
...-- ~-~ ~--~_ 

(b) 

AA 

Fig. 3. Contour levels of the scattered intensity in the irreducible 
low-angle region of reciprocal space bound by the 10, l l ,  20 
and 21 reflections as indicated in (a). All contour plots are 
calculated from 4656 points in this region for tr = 0-3 lattice 
constant. The values of the correlation length are given in the 
separate panels (in lattice constants). The contributions of 15 
reciprocal-lattice points are included. The levels follow an 
exponential scale and can be indexed by the relation 10a ~, i -- 0, 
l, etc., with a =57.7, 7.59, 2.25, 1.5 for b= 100, 50, 20, 10. 
Corresponding powder patterns are shown next to each contour 
plot in each panel. These are obtained by summing the contribu- 
tions of linear interpolations along 31 angles at intervals of 1 °. 
(a) and (b) are calculated for a simple hbxagonal lattice of t~ 
functions with (24) and (29) respectively. In (c) the actomyosin 
lattice is used with (39) and g,,, =0.5, g~ =0.25, b,, = b, =0.1. 
The Gaussian expansion contained four terms in the fit. 
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to additional binomial expansions. For correlation 
lengths as low as 10 lattice constants the amplitude 
factors can reduce the intensity contribution of terms 
in these summations by more than 50%. It is possible 
to modify (39) to take this effect into account, in its 
worst case, in the following way. If in an additional 
summation all terms are included, but with their 
amplitude factors replaced by the smallest value 
which the amplitude factor can have for that summa- 
tion, then (39) would include an exponential factor 
depending on the summation indices n and Pi only, 
with a value between zero and unity. With this factor 
included, the intensity of the 11 peak in Fig. 3(c) for 
b - -10  drops 15%, while for b = 2 0  this is 5%. The 
shape is virtually unaltered. Since this worst-case 
analysis heavily overestimates the intensity reduction, 
we can safely use (39) for values of the correlation 
length down to 10 lattice constants at the the expense 
of some overestimation of the intensity of the higher- 
order peaks for values of b near 10. 

In Figs. 3(a),  (b) and (c), for correlation lengths 
smaller than about 20 lattice constants, we observed 
line shifts. The maximum of the broad scattering 
peaks shifts in the direction of the central beam, as 
is clearly visible in the shift of the 21 position in Fig. 
3(a). For b -- 10, the 11 peak in Fig. 3(c) deviates 2% 
from its Bragg position. These shifts are a result of 
the balance between the low-pass filtering effect by 
the Debye-Waller  factor on broad components in the 
intensity expressions and high-pass filtering by the 
powers of n of the product so., which are rapidly 
increasing functions of s. The latter thus counteract 
the effect of the Debye-Waller  factor. Multiplication 
of a broad symmetric function centred on a 
reciprocal-lattice point with a rapidly decreasing 
exponential function yields an asymmetric function 
with a shifted position of its maximum. Since this 
shift is different for different diffraction orders the 
position ratios as valid for Bragg reflections are 
affected. 

A related point concerns the shape of the diffraction 
spots. Although 15 reciprocal-lattice points are taken 
into account in calculating Fig. 3, the intensity near 
the peaks mainly reflects the local contribution for 
all correlation lengths. The rounded appearance is a 
direct result of the explicit introduction of isotropic 
correlation, resulting in circularly symmetric Fourier 
transforms of the correlation function. In the case of 
severe line broadening the attenuating and amplifying 
effects of the mechanisms mentioned before can lead 
to asymmetric peaks which do not have to be perfectly 
circularly symmetric. These effects are visible in the 
contour levels in Figs. 3(a) and (b). In Fig. 3(c) the 
scattering factors give additional low-pass filtering. 
The powder pattern peaks are asymmetric for b = 10 
and b = 20. 

In this context we should mention the line-shape- 
analysis method of Warren & Averbach (1950) and 

Warren (1955), from which intensity expressions 
similar to ours can be derived. The difference from 
our treatment lies in their explicit assumption that 
the peaks must not be too broad. In our formulae 
this means that so- would be replaced by go-. From 
the previous discussion it is clear that, with this 
modification, only perfectly symmetric lines are 
obtained and no line shifts. This indicates that, for 
small correlation lengths, the present method gives 
more accurate results than a Warren & Averbach-type 
analysis. 

Welberry & Carroll (1983) use the degree of local 
circular symmetry around diffuse peaks as an indica- 
tion of the isotropy in the diffraction patterns 
obtained from optical diffraction analogues generated 
by a Monte Carlo method. They used a model on a 
square lattice with one axial and one diagonal nearest- 
neighbour interaction. It was found that with an axial 
nearest-neighbour correlation coefficient of 0.9 the 
most isotropic case gave a diagonal correlation 
coefficient of 0.88. In the non-isotropic growth disor- 
der model the diagonal correlation is given by the 
product of the axial correlations, i.e. 0.81, while the 
axial correlation decays exponentially. When we cali- 
brate our exponential correlation function (19) with 
a nearest-neighbour coefficient of 0.9 we obtain a 
diagonal coefficient of 0.86. For higher-order 
diagonal correlation values the exponential correla- 
tion function gives lower values than the Monte Carlo 
model but higher values than the growth-disorder 
models. The discrepancy suggests that more-distant- 
neighbour interactions are necessary to describe an 
isotropic exponential correlation field on a square 
lattice. Welberry & Carroll also pointed out that in 
2D and 3D more complicated correlation functions 
are expected to result from nearest-neighbour-only 
interactions. 

Concluding remarks 

We have shown that relatively simple expressions for 
diffraction patterns can be obtained from a general 
Gaussian model of disorder by the explicit introduc- 
tion of an isotropic correlation field. The expressions 
are valid for large single-site standard deviations and 
relatively small correlation lengths and for a finite 
crystal size. This is particularly relevant for paracrys- 
tal-like behaviour in biological systems, like muscle, 
where the size of the ordered region is often limited. 
Although in this paper we have only studied exponen- 
tial and Gaussian correlation, the method is suitable 
for other forms of the correlation function in 2D or 
3D. In this case, as in more complex distorted crystals, 
the evaluation of the necessary integrals will be more 
difficult so that it is useful to fit the correlation func- 
tion or its Fourier transform to a number of Gaussians 
in order to obtain an approximate solution to the 
problem. This formalism can be sufficiently flexible 
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and accurate to serve as a convenient, although 
approximate, alternative for optical diffraction 
experiments or numerical simulations of more com- 
plicated systems with more than one scattering object 
in the unit cell and with form factors taken into 
account. 

This study was supported by the Netherlands 
Organization for the Advancement of Pure Research 
(NWO). 
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Abstract 

The method proposed by Chang & Tang [Acta Cryst. 
(1988), A44, 1065-1072] for quantitative determina- 
tion of phases of X-ray reflection from three-beam 
diffraction profiles is applied to an organic crystal 
of (2R, 3 R)-3-acetoxy-5,7-dihydroxy-6-methylflava- 
none, with a mosaic spread of 0.08 °. The expression 
for the kinematical diffraction intensities is modified 
according to the kinematical theory of X-ray diffrac- 
tion in the multibeam regime. Three-beam Umwegan- 
regung and Aufhellung diffraction profiles are 
analyzed. With the help of the modified intensity 
expression, the crystal symmetry imposed by the 
space group and the three-beam diffraction geometry, 
four acentric phases and fourteen centric phases of 
structure-factor triplets are determined. 

I. Introduction 

A theoretical consideration of quantitative phase 
determination using three-beam multiple diffraction 
has recently been reported (Chang & Tang, 1988). 

0108-7673/89/120870-09503.00 

Phase determination for diffractions from perfect 
crystals was also demonstrated subsequently (Tang 
& Chang, 1988). These two reports are hereafter re- 
ferred to as papers I and II in the following dis- 
cussions. In paper I, a general formalism was derived 
from the dynamical theory of X-ray diffraction. The 
first-order approximation in the iterative procedure 
for the fundamental equation of the wavefield was 
adopted for Umweganregung three-beam diffractions, 
where the multiple diffracted intensity is greater than 
the two-beam intensity background. Boundary condi- 
tions were considered for plate-like crystals. For Auf- 
hellung three-beam diffractions, where the multiple 
diffraction intensity is lower than the two-beam back- 
ground, a second-order approximation was proposed 
to deduce the expressions for diffraction intensities. 
In paper II, the experiments for plate-like perfect 
crystals of GaAs demonstrated the possibility of 
determining quantitatively the phases of acentric 
reflections. 

In mosaic crystals, lattice perfection is not guaran- 
teed. According to Zachariasen (1945), diffractions 
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